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1. Introduction

The aim of this paper is to study the business cycle in Central and Eastern
European countries (CEECs) and new EU member states, and to look at the
transmission of business cycle regimes between the euro area and the CEECs.
Intuitively, we would expect the business cycle in CEECs to be strongly af-
fected by the euro area cycle since they are smaller both geographically and
economically compared to the euro area. Studying the transmission and syn-
chronization of business cycles between countries is of particular interest be-
cause according to the optimal currency area (OCA) theory business-cycle
synchronization is important for participation in a monetary union1.

A natural approach to modelling economic variables appears to involve
defining different states of the world or regimes, and allowing for the possibil-
ity that the dynamic behaviour of economic variables depends on the regime
in place at any given point in time. Roughly speaking, two main classes of sta-
tistical models have been proposed, which formalize the idea of the existence
of different regimes. The first class is the Markov-switching models originally
employed in the business cycle context by Hamilton (1989), and these assume
that the regime cannot be observed, but is governed by an underlying stochas-
tic process. This implies that one can never be certain that a particular regime
is in place at a particular point in time, but can only assign probabilities for the
occurrence of the different regimes.

The second approach considers explicitly modelling the regime as a contin-
uous function of an observable variable as in threshold autoregressive (TAR)
models, initially proposed by Tong and Lim (1980) and subsequently devel-
oped in Tsay (1989, 1998) and Tong (1990)2. Consequently, the regimes that
have occurred in the past and present are known with certainty (though they
have to be found using statistical techniques). Therefore, in the present con-
text TAR models have an advantage over Markov-switching models because
this way we mainly focus on the exploration of the nature of the underlying
regimes. Modelling the business cycle in CEECs within the threshold context
can be motivated by the fact that the transition mechanism could be controlled
by the euro area cycle. Therefore, it would be of interest to see if recession and
expansions in the euro area activity may have distinct effects on the business
cycle in CEECs.

The main contribution this study makes is that it takes account of factors
that are common to all CEECs, such as area-wide factors as a result of tran-

1For a review of recent literature on the synchronization of business cycles between the
euro area and CEECs, see e.g. Fidrmuc and Korhonen (2004).

2It is worth pointing out that Teräsvirta and Anderson (1992) and Granger and Teräsvirta
(1993) promote the STR model as a smooth transition generalization of the TAR.
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sition economies and recent EU membership, and employs estimation proce-
dures that simultaneously estimate the parameters of the models. More specif-
ically, econometric techniques appropriate for a threshold seemingly unrelated
regressions (SUR) specification are developed. A relatively simple algorithm
is proposed to obtain a maximum likelihood estimation of the complete model.
A bootstrap method to assess the statistical significance of the threshold ef-
fect is also described. The methods are similar to those developed by Hansen
(1996, 1999). Under the null hypothesis, there is no threshold, so the model
reduces to a conventional linear SUR.

The results support the hypothesis that the euro area cycle implies interest-
ing asymmetries for the business cycle in CEECs. Particularly, most CEECs
grow slowly when the euro area economy decelerates but appear to experience
high growth rates when the euro area economy starts expanding.

2. Methodology

2.1. Model

Consider first the linear SUR model:

y1t = x′1tβ
′
1 + u1t

... (1)

yMt = x′Mtβ
′
M + uMt,

more compactly:

ym = Xmβm + um, i = 1, ...,M ,

whereym is aT ×1 vector and measures economic activity (e.g., industrial
production) in countrym, Xm is aT × km matrix of explanatory variables in
countrym, βm is thekm×1 vector of coefficients andum is aT×1 error vector
in country m3. The usual error structure for the classical linear regression
formulation fori = 1, ...,M is:

E [um] = 0, E [umu′m] = σ2
mIT .

The above set of equations can be stacked and represented as the system:

y = Xβ + u ,

3Essentially, autoregressive lags are included to sufficiently reduce the errors to white
noise. In principle,Xm can be extended to also include independent variables.
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wherey isTM×1, X isTM×K, β isK×1, u isTM×1, K =
∑M

m=1 km

andE [u] = 0. If the errors across equations are contemporaneously correlated
then:

E [uu′] =


σ2

1IT σ12IT . . . σ1MIT

σ2
21IT σ2

2IT . . . σ2MIT

. . .
σ2

M1IT σM2IT . . . σ2
MIT


If Σ is known, parameter estimates can be obtained by using the general-

ized least squares (GLS) estimator:

β̂GLS = [X ′(Σ−1⊗IT )X]−1X ′(Σ−1⊗IT )y.

In practice however,Σ is rarely known and for this case feasible general-
ized least squares (FGLS) estimators have been proposed. The equation-by-
equation ordinary least squares residuals can be used to consistently estimate
Σ. Both these estimators are due to Zellner (1962, 1963). Iterating on this
FGLS procedure produces maximum likelihood (ML) estimates with equiva-
lence conditions given in Oberhofer and Kmenta (1974).

It may also be of interest to test whetherΣ is a diagonal matrix. The like-
lihood ratio statistic would be:

λLR = T
[∑M

m=1
ln σ̂2

m − ln |Σ̂|
]a

∼ χ2
M(M−1)/2 ,

whereσ̂2
m is obtained from equation-by-equation least squares regressions

andΣ̂ is the maximum likelihood estimate ofΣ.

As an extension of model (1), the 2-regime threshold seemingly unrelated
regressions (SUR) model is given by:

y1t = (x′1tβ1)d1t(γ) + (x′1tθ1)d2t(γ) + u1t

... (2)

yMt = (x′MtβM)d1t(γ) + (x′MtθM)d2t(γ) + uMt ,

where:

d1t(γ, d) = 1(st ≤ γ)

d2t(γ, d) = 1(st > γ)

and1(.) denotes the indicator function,γ is the threshold parameter and
st is the (common) threshold variable (e.g., a measure of economic activity
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in the euro area). Notice that in principle the threshold variable could be dif-
ferent across equations (e.g., measures of economic activity in each country).
However, in the present context, to study the transmission of business cycle
regimes between the euro area and CEECs it is more reasonable to focus on
cycle asymmetries implied by the (common) euro area cycle.

For exposition the stacked model is given as:

y = Xβd1(γ) + Xθd2(γ) + u.

As in the linear context, the errors are contemporaneously correlated though
a covariance matrixΣ .

Threshold model (2) has two regimes defined by the euro area cycle. In the
analysis of business cycles in CEECs this specification can describe a situation
where expansion and recessions in the euro area may have distinct effects on
the business cycle in CEECs.

2.2. Estimation

The parameters of interest areβ, θ, Σ andγ. The estimation of model (2)
is carried out using maximum likelihood under the assumption that the errors
are normalu ∼ N(0, Σ⊗ IT ). The Gaussian likelihood is:

ln L(β, θ, Σ, γ) = −T

2
ln |Σ| − 1

2

∑T

t=1
u′tΣ

−1ut.

TheMLE(β̂, θ̂, Σ̂, γ̂) maximizesln L(β, θ, Σ, γ).

Notice that it is computationally convenient to first concentrate out(β, θ, Σ).
That is, holdingγ fixed, theIFGLScomputes the constrainedML estimator for
(β, θ, Σ). This yields the concentrated likelihood function:

ln L(β̂, θ̂, Σ̂, γ) = −T

2
ln |Σ̂(γ)| − Tm

2
(3)

Thus, theML estimator̂γ minimizesln |Σ̂(γ)| subject to the constraint en-
suring that:

π0 ≤ P (st ≤ γ) ≤ 1− π0,

whereπ0 > 0 is a trimming parameter. For the empirical distribution ofst,
it is setπ0 = 0.1.
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The criterion function (3) is not continuous, so conventional gradient hill-
climbing algorithms are not suitable for its maximization. This problem can
be solved by a direct grid search overγ and requires approximatelyT IFGLS
SUR regressions.

2.3. Testing for threshold SUR

When estimating the threshold SUR specification an important question is
whether the threshold effect is statistically significant. The relevant null hy-
pothesis of linearity isH0 : β = θ. This sections reviews the testing methodol-
ogy suggested by Hansen (1996, 1999). As is well known, this testing problem
is tainted by the difficulty that thresholdγ is not identified underH0. This is
typically called the "Davies" Problem (see Davies, 1977, 1987) and has been
investigated by Andrews and Ploberger (1994) and Hansen (1996) among oth-
ers. The threshold SUR model (2) falls in the class of models considered by
Hansen, who suggested a bootstrap to simulate the asymptotic distribution of
the likelihood ratio test. Specifically, the likelihood ratio test ofH0 is:

SupLR = sup
γL≤γ≤γU

LR(γ) = T
[
ln |Σ̂R| − ln |Σ̂UR(γ)|

]
, (4)

whereln |Σ̂R| is obtained under the null, whereasln |Σ̂UR(γ)| is obtained
under the alternative. Under the null, there is no threshold, so the model re-
duces to the conventional linear SUR specification. For this test, the search
region [γL, γU ] is set so thatγL is theπ0 = 0.1 percentile of the transition
variable andγU is the1 − π0 = 0.9 percentile. As the functionLR(γ) is
non-differentiable inγ, the maximization of (4) is obtained through a grid
evaluation over[γL, γU ] 4.

Given that asymptotic critical values of the sampling distribution ofSupLR
statistics cannot be tabulated since in general the distribution depends upon
moments of the sample, a bootstrap algorithm is performed in the following
manner. Treat the threshold variablest as given, holding its values fixed in
repeated samples. Draw with replacement a sample of sizeT from the empiri-
cal distribution of the estimated errors estimated under the null hypothesis and
use these errors to create a bootstrap sample underH0. Using the bootstrap
sample, estimate the model under the null (1) and alternative (2) and calculate
the bootstrap value of the likelihood ratio statisticSupLR. Repeat this proce-
dure a large number of times and calculate the percentage of draws for which

4Notice that the value ofγ which maximizes (4) is different from theML estimatorγ̂
presented in Section 2.2.

7



the simulated statistic exceeds the actual. This is the bootstrap approximation
to the asymptoticp-value of the test.

3. Nonlinear modelling of industrial production
in CEECs

3.1. Data

The analysis is based on the industrial production index (total industry) se-
ries. This series shows more cyclical variation than GDP, which contains some
sluggish components. I have specifically used seasonally adjusted values of
the logarithmic indices of industrial productionIPt for Hungary (HU), Slove-
nia (SI), Poland (PL), Czech Republic (CZ), Slovakia (SK), Lithuania (LT),
Latvia (LV) and Estonia (EE). The sample is monthly from 1999:2 through
2004:11. The original series are made approximately stationary by one-month
differencing∆IPt = ln(IPt)− ln(IPt−1); Appendix 1 shows the series for all
CEECs as used in the estimated models.

Industrial production in the euro area is considered to act as the threshold
variablest, and in particular as the following choice for this variable:

st = ∆12IPEURO
t = ln(IPEURO

t )− ln(IPEURO
t−12 ) with st−d = ∆12IPEURO

t−d ,

for somed ≤ 12. This long difference for the threshold variable is useful as
a business cycle indicator for the euro area. The series is graphed in Appendix
2. The principal period of decline for this variable is mid-2000 until the end
of 2001, which is effectively the recession of 2001.

Note thatd is typically unknown so must be estimated. The estimation al-
gorithm described in Section 2.2 allowsd to be estimated along with the other
parameters. The estimation problem in equation (3) is augmented to include
a search overd, so instead ofT IFGLSregressions, the two-dimensional grid
search requires approximately12T IFGLSregressions.

When using threshold models there is no economic theory to determine the
coefficient vectorsβ andθ that govern the dynamics of the two regimes, so
that the choice of the coefficients that switch between the regimes has to be
based on the data. For example, model (2) allows all coefficients to switch
between these two regimes. In the present application, because of the small
sample size it may make sense to impose greater parsimony on the model by
allowing some coefficients to switch between regimes. For example, I restrict
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my consideration to models that allow the constants or the constants as well
as the coefficients on the first-order autoregressive terms across the equations
to switch between regimes.

The data source for most of the series is the IMFInternational Financial
Statistics. The Estonian series is obtained from the Statistical Office of Estonia
while the Latvian comes from the Central Bank of Latvia.

3.2. Discussion of the estimated models

This section presents the estimated models. To address the issue of whether
the euro area cycle implies asymmetries for the CEECs business cycle, a linear
SUR specification is estimated first. The next step of the analysis is to test
the null hypothesis of linear against threshold SUR. The estimated correlation
matrix of the errors for both specifications is also reported. All reported results
in this paper have been obtained using the package RATS.

It is usually difficult to interpret the individual coefficients of the autore-
gressive models, but the estimated steady state mean could provide informa-
tion regarding the long-run properties of the series. The following regressions
are estimated:

E(yit/Iit−1) = βi0 + βi1yt−1 + ... + βiki
yt−ki

, i = 1, ...,M,

the steady state mean of each series:

µi =
βi0

1− βi1 − ...− βiki

,

whereE(yit) = µi, ∀ t.

The estimates of the linear SUR model are given in Appendix 5, while the
correlation matrix of its errors, in Appendix 6. According to theR-sqvalues,
this specification explains between 32% (e.g., Slovakia, Lithuania) and almost
60% (e.g., Slovenia) of the total variation of the industrial production growth
rate. It is seen that the estimated steady state means imply that all CEECs have
experienced positive growth during 1999–2004. The growth rates are higher
for Estonia and Hungary while Slovenia grows slowly. Further, Appendix 6
shows that there are strong positive relationships between the errors of the
models that should be accounted for — for example, between Estonia and
Latvia (0.57), Poland and Latvia (0.54), Poland and Czech Republic (0.50),
Poland and Hungary (0.34) and Czech Republic and Slovenia (0.45) among
others. This finding is consistent with the SUR test reported in Appendix 5,
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which indicates that the gain in efficiency from the system estimation is highly
significant with ap-value of6.26× 10−26.

Appendix 7 presents the threshold SUR model that allows only constants
across the equations to switch between regimes, while Appendix 8 reports
the correlation matrix of the errors. Appendix 7 also reports results for the
linearity test given by (4). Thep-value was calculated using a bootstrap ex-
periment with 2,000 simulation replications. It is found that the test is sig-
nificant at the 2.5% level, indicating threshold behaviour on the constants of
the processes. The estimated specification indicatesd̂ and gives a threshold of
0.00397, and Appendix 3 shows the scatter plot of the log-likelihood versus
possible transition values. The selection is clear. What is more interesting,
however, is that there are two regimes implied by this specification for CEECs
economies. The first regime, which applies to 34% of the sample (Reg. 1), is
when∆12IPEURO

t−6 ≤ 0.00397 and can be associated with negative growth or
very slow positive growth in the euro area. This regime implies slow growth
in CEECs and is called the "slow growth regime". Indeed, it reflects the low
steady state means implied by the processes as shown in Appendix 7. One ex-
ception is Lithuania, which experiences high growth rates under this regime.

On the other hand, there is a second regime (Reg. 2) identified when
∆12IPEURO

t−6 > 0.00397 and can be associated with rapid growth in the euro
area. As seen, in this regime the steady state means get larger implying that
growth in CEECs accelerates with the exception of Lithuania, which experi-
ences slow growth. This regime is called the "high growth regime". Differ-
ences in growth rates across the regimes are noticeable for Latvia and Poland.
For example, the Latvian economy grows at a monthly rate of 0.99% in the
high growth regime whereas at 0.16% in the slow growth regime. The Polish
economy grows at 0.95% in the high growth regime, but only 0.24% in the
slow growth regime. On the other hand, for the Estonian economy, growth
differences across the regimes are not particularly remarkable. Once again,
the results in Appendix 8 indicate strong positive relationships between the
errors of the models.

Next, Appendix 9 gives the results for the threshold SUR model, which
allows constants as well as the coefficients on the first lags5 across the equa-
tions to switch between regimes. As can be seen, the results essentially do not
change, with the regimes identified as before — slow growth for the CEECs
when the euro area shrinks and high growth associated with periods when the
euro area grows. It also seems the threshold effect on the constants gives rea-
sonable mileage, though perhaps the threshold effect on the first lags seems

5In principle, the coefficients on all lags could be allowed to switch between the regimes.
However, because of the small sample size it may make sense to impose greater parsimony on
the model by allowing only the coefficients on the first lags to switch.
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to offer little. As to the correlation matrix of the errors in Appendix 10 the
picture is the same as before.

The above findings imply that most of the CEECs show significant syn-
chronization of business cycles with the euro area. This finding is broadly
consistent with the growing literature on the synchronization of business cy-
cles between the euro area and CEECs (Fidrmuc and Korhonen, 2004). How-
ever, the main contribution of the present study is that it takes account of area-
wide factors that affect those economies and employs estimation procedures
that simultaneously estimate the parameters of the models. The literature so
far has ignored factors that are common to all CEECs, which run a higher risk
of producing inconsistent and biased parameter estimates.

4. Conclusions

This paper studies the business cycle in CEECs and looks at the trans-
mission of business cycles between the euro area and CEECs. Econometric
techniques appropriate for a threshold seemingly unrelated regressions speci-
fication are developed to account for factors that are common to all CEECs and
for asymmetries in the CEECs cycles governed by the overall euro area cycle.
The results support the hypothesis that the euro area cycle implies asymme-
tries for the CEECs. In particular, economic growth in most CEECs is slow
when the euro area economy decelerates but appear to experience high growth
rates when the euro area economy starts expanding.
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Appendix 1. One-month difference of the logarithm of seasonally ad-
justed industrial production
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Appendix 2. Twelwe-month difference of the logarithm of seasonally ad-
justed euro area industrial production
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Appendix 3. Log likelihood function from the threshold SUR 1 versus
candidate threshold values
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Appendix 4. Log likelihood function from the threshold SUR 2 versus
candidate threshold values
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Appendix 6. Correlation Matrix of Residuals from Linear SUR Specifi-
cation
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Appendix 8. Correlation Matrix of Residuals from Linear SUR Specifi-
cation 1
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Appendix 10. Correlation Matrix of Residuals from Threshold SUR Spec-
ification 2
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